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Background

� Identifying care pathways correlated with outcomes from patient 
event data is of vital importance for gaining the insights of which 
specific care pathway will lead to a good/bad outcome.

� Once identified, such care pathways could be used by medical 
boards for refining care plan descriptions for treating particular 
diseases such as congestive heart failure etc.
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A Spaghetti like model of patient event data
Process Mining, by Wil van der Aalst, Communications of the ACM, August 2012.
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Challenges
� Raw patient event data from the real world suffers from a number of problems. These 

problems include: 

– It is very common that many events happen on the same day. 

– Identical events could occur consecutively for the same patient (within a short time 
period) causing loops and spaghetti like patterns in the patient data when it is mined 
using known process mining techniques.

– The diversity of events could be explosive. For example the patient may be given 10 
different Antihypertensive medications.  Thus the event pool now has 10 additional 
events even though they all could be classified as an antihypertensive drug.
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Related Work in 3 Relevant Areas

� Process Mining for Clinical Pathway Mining
� HeuristicsMiner , social network analysis, and dotted chart analysis are used for obtaining 

insights into care flow data in [BIOSTEC 2008]

� Sequence clustering and process mining [Inf. Sys. 2012]

� Fuzzy mining and trace alignment for investigating clinical pathway data [BPM 2010]

� The applicability of various mining techniques to healthcare data by adopting both a 
department and treatment based focus [BPM Workshops 2011].

� Control-flow discovery with the Fuzzy Miner and networked graph visualizations [PAKDD 
2012].

� The effectiveness of several process mining algorithms on Magnetic Resonance Imaging 
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� The effectiveness of several process mining algorithms on Magnetic Resonance Imaging 
(MRI), ultrasound and X-ray appointments within a Radiology workflow [MIE 2008].

� Hidden Markov Models in combination with process mining techniques [ICDM 2010].

� Use of process mining and clustering to discover patient journeys [HIKM 2012].

� A new process mining approach to discover temporal orders of medical [AI. Med. 2012].

� Data mining techniques inspired by process mining are applied to detect time dependency 
patterns in clinical pathways in [JMI 2001].

� Clustering process instances

� Frequent Pattern Mining



Related Work

� Process Mining for Clinical Pathway Mining

� Clustering process instances which could be applied  to pathway mining

� Group process instances based on similar behavior [SDM 2009, BPM 
Workshops 2009]

� Organize, group and cluster process models based on similarities such as 
structure and contained data (organizations, activity names, etc) [BPM 2011]

� Evaluating different similarity measures for clustering process instances using a 
density based clustering algorithm for evaluation (DBSCAN) [EUROCAST 
2009].
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2009].

� Processes are represented as weighted graphs and similarity measures are 
based on graph vectors that are estimated based on activity and transition 
frequencies [ICCSA 2006]

� Graph similarity based clustering [Journal of Computational Interdisciplinary 
Sciences, 2011]

� Hierarchical clustering of execution traces [PAKDD 2004]

� Optimizing mined process models using clustering [BPM Workshops 2012]

� Frequent Pattern Mining



Related Work
� Process Mining for Clinical Pathway Mining

� Clustering

� Frequent Pattern Mining

� Mine discriminative dyadic sequential patterns [EDBT 2011]. It cannot handle 
sequences with same-day concurrent events.

� A tree based algorithm for identifying discriminative patterns [ICDE 2008]. Does 
not use a pattern based representation for events, and cannot handle 
sequences with same-day concurrent events.

� A statistical approach for summarizing and visualizing temporal associations 
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� A statistical approach for summarizing and visualizing temporal associations 
between the prescription of a drug and the occurrence of a medical event 
[SIGKDD 2008]

� Temporal pattern discovery is presented in [AMIA 2009] that requires a 
predefined temporal grammar and logic with prior knowledge.
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Overview of Our Approach
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Business Process Insight: An Approach and Platform for the Discovery and Analysis of End-to-End 
Business Processes
Szabolcs Rozsnyai, Geetika T. Lakshmanan, Vinod Muthusamy, Rania Khalaf and Matthew J. Duftler
Service Research and Innovation Institute (SRII) Global Conference, pp. 80--89, 2012



Data – Patient Electronic Medical Records

� EMR data from a major US Healthcare provider

� Events for Medications, Labs, Diagnosis, and Vital signs for 4096 
patients diagnosed with Congestive Heart Failure (CHF) in Ambulatory 
care.  

� Create a trace for each patient from this data. Each trace corresponds to 
a patient� s data, containing event names, and event dates and event 
attributes.
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Segmenting by Outcome

Patient data can be segmented into positive outcomes and negative 
outcomes.

• Example of a Positive Outcome : Patients not hospitalized for CHF 
related causes within one year or more of CHF diagnosis

• Example of a Negative Outcome : Patients hospitalized for CHF 
related causes within one year of CHF diagnosis
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• Guided by Dr. Robert Sorrentino, M.D. IBM T. J. Watson Research 
Center

CHF = congestive heart failure



Data Pre-Processing Steps

Preprocessing Steps: We first perform pre-processing on the data:

1. Filtering (replacing raw event names with hierarchical categorical names). 
• Medication names � replaced by Pharmacy Subclass_CHFLevel names
• Diagnoses names � replaced by DXGroup Names, 
• All non Congestive Heart Failure disease specific labs are filtered out. 

2. Compact representation of consecutive repeat events: If event vital event occurs for 
the same patient consecutively, we denote these events as Vital-Repeat in this 
patient� s event stream.

3. Same day concurrent event collapse 
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3. Same day concurrent event collapse 



Trace Processing: Representing Consecutive Identical Events

Consecutive identical events may suggests some routine check or periodical 
treatment and thus we can treat them similarly
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Trace Processing: Break Down Same-Day Concurrent Events

� Detecting the frequent “clinical packages” of the same-day concurrent events, and utilize 
those packages to break down the same-day concurrent events
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Clustering

� Group process traces using DBScan on the basis of execution footprint.

� Convert each trace into a string (temporal occurance of events), and use 
Levenshtein distance metric to compute the distance between strings (not 
necessarily of the same length).

© 2009 IBM Corporation17



Clustering

� Group process traces using DBScan on the basis of execution footprint.

� Convert each trace into a string (temporal occurrence of events), and use 
Levenshtein distance metric to compute the distance between strings (not 
necessarily of the same length).
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Pattern Processing: Constructing Bag-of-Pattern vectors

E A
B

D
A
B

DC

A

B

B

2

3

� Detect Frequent patterns using SPAM.

� Patterns are collected into a dictionary (size m), and we construct a BoP vector representation (m-dim 
vector) for each trace. After we obtain the vector representation, we compute the correlation between 
frequent patterns and outcomes.
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Pattern Processing: Hierarchical Summarization to Reduce Sparsity

� Pattern explosion
– Generally the pattern extractor will return a large number of patterns
– The constructed bag-of-patterns are very sparse (i.e. most patterns do not occur most of 

the time).
– If vectors are too sparse, computational models are not meaningful.
– In order to make vectors more compact, some master patterns can summarize less 

frequent patterns by applying hierarchical pattern summarization.
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� Hierarchical pattern summarization 
– Merge the detected pattern pairs in a hierarchical (or recursive) way

• If A� B is in the detected pattern list, and B� A is also in the detected pattern list, 
then we can consider merging A� B and B� A as one pattern A;B, meaning that we 
can neglect the order between them

• The bag-of-pattern vector of the resultant pattern after merging is equal to the sum of 
the individual patterns it merged from

• The algorithm will stop when there is nothing more to merge

20



Identify Patterns with High Correlation with Patient Outcomes
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Outcome Analysis

Information Gain
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Example of Detected Frequent Patterns
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Diuretics3 �  Vital 0.142934165
AntianginalAgents4 �  Vital 0.127046503

Vital �  Beta Blockers2 0.108907065

Vital �  Cardtiotonics4 �  
Digoxin

0.101768006

Repeatvital �  Diuretics3 �  
Repeatvital

0.07780386

© 2009 IBM Corporation23

Repeatvital
��� ���



Outline
� Why Pathway Mining is Important

� Typical Challenges

� Overview of our Approach

� Input Data 

� Pre-Processing

� Trace Clustering

� Same Day Concurrent Event Collapse

� Frequent Pattern Mining

© 2009 IBM Corporation24

� Frequent Pattern Mining

� Process Mining

� Results

� Discussion



Example of Finding a Dominant Cluster  (Step 4 of the Method)
Epsilon=2.75.  The dominant cluster has 204 patient traces.  
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Example of a Mined Model of Patient Traces
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Events consist of: 
1. Lab panels (Combinations of labs such as LabPanelA, LabPanelB, etc)
2. Medications: AntianginalAgents4 (means AntianginalAgents to treat CHF 4), BetaBlockers2, Diuretics3, 
etc.
3. Diagnoses: Heartfailure
Each mined model has a Start and End to mark start and finish of aggregation of treatment pathways.



Example of a Mined Model of Patient Traces
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Pathway 1: Start�  AntianginalAgents4 �  Vital �  Cardiotonics4 �  LabPanelL �  Digoxin �
Magnesium �  NatureticPeptide �  HeartFailure �  Vital.

Pathway 2 : Vital �  Diuretics3 �  Vital �  as well as Vital �  Diuretics3 �  Vital �  LabPanelK �  
Diuretics3 �  Vital.

Pathway 3: Vital �  Potassium �  LabPanelC �  FO2HBArterial�  O2SArterial
�  PCO2Arterial�  PHArterial �  POArterial�  PulseOx �  Vital.



Example of overlaying a Frequent Pattern on a Mined 
Model
Cardiotonics4 � Diuretics4 � Vital 
Collapsed all labs into single event: LabTest
Pattern correlated with positive patient outcomes.
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Discussion and Future Work
� Interesting combination of process mining and data mining techniques to extract 

insight from patient EMR data

� Aspects to address in future work:

� All frequent patterns could in worst case consist of single events.  

� Frequent pattern generation algorithm governed by parameters. Similarly, 
HeuristicMiner has edge and node threshold frequency parameters. Parameter 
impact needs to be synchronized.

� While replacing raw event names with publicly available hierarchical category 
names helped eliminate redundancies in event names, it may have led to loss 
of useful event information.
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of useful event information.

� Although the mined model and overlaying frequent patterns were useful to an 
expert physician with experience in treating CHF patients, the utility of the 
toolset needs to be validated with a larger number of users.

� Need to validate on patient event data for other diseases.


